
Segregation by Primary Phase Factors: A Full-wave
Algorithm for Model Order Reduction

Thomas J. Klemas
∗

tklemas@alum.mit.edu
Luca Daniel*

luca@mit.edu
Jacob K. White*

white@mit.edu

ABSTRACT
Existing Full-wave Model Order Reduction (FMOR) ap-
proaches are based on Expanded Taylor Series Approxima-
tions (ETAS) of the oscillatory full-wave system matrix. The
accuracy of such approaches hinges on the worst case in-
teraction distances, producing accurate models over a very
narrow band of frequencies. In this paper we present Segre-
gation by Primary Phase Factors (SPPF), a novel algorithm
for FMOR enabling wideband interconnect impedance anal-
ysis. SPPF extracts exponential terms (primary phase fac-
tors) and then approximates the smoother remainder with
an ETAS, thus resulting in good accuracies over a very wide
band of frequencies. We also present a technique to improve
conditioning for the required computation. Example results
are given for simple interconnect structures modeled using a
discretized mixed potential integral equation formulation.

Categories and Subject Descriptors: C.4 [Performance
of Systems]: Modeling techniques

General Terms: Algorithms

Keywords: Full-wave Impedance Extraction, Model Order
Reduction

1. INTRODUCTION
In order to analyze and correct on-chip signal integrity

problems, a general strategy is partly in-place and partly
still emerging. First, an efficient model for the intercon-
nect is extracted from the layout geometry using one of
two approaches depending on required accuracy. When the
accuracy requirements are modest, a complicated lumped-
element approximation is generated by identifying geomet-
ric patterns and then reduced using circuit-oriented model-
order reduction(MOR) [3, 2]. When more stringent accuracy
is required, an efficient model is generated by using integral
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equation based field solvers [4, 14] along with sparsification
acceleration [10, 7, 12] and model-order reduction [15]. Once
the interconnect model has been extracted, that reduced-
order model(ROM) is combined with the transistor-level
circuit description and analyzed using circuit simulation or
with a circuit-level timing analyzer.

There are many unresolved issues associated with above
basic strategy, and one of those issues is associated with
the growing importance of full-wave phenomena. Full-wave
phenomena is becoming more prevalent because of the ever-
increasing operating frequencies and the expanded length
scales in Systems on Board (SoB) and Systems on Package
(SoP) problems. Although there are fast field solvers for
full-wave analysis, either for the thin conductor case [13] or
for full three-dimensional analysis [14, 16], the problem of
extracting reduced-order models from these full-wave solvers
has received less attention.

Reduced order models can be generated from full-wave
analysis by first using the full-wave solver to compute ta-
bles of frequency response data, and then fitting the results
using recently developed guaranteed passive techniques [1].
An alternative, and possibly more efficient, strategy was sug-
gested in the seminal paper on extending MOR methods to
fast integral-equation based full-wave analysis [11]. That
method was intended for problems in which the geometry
was only a couple of wavelengths, and its accuracy hinged
on a Taylor series expansion which becomes too costly when
the frequencies are too high and the length scales too long.

In the next sections we introduce our formulation and de-
scribe the series based method. In section 3, we present
the Segmentation by Primary Phase Factors (SPPF) algo-
rithm which can be applied in conjunction with MOR and
PFFT algorithms to improve full-wave impedance analy-
sis. In addition, we describe a technique to improve con-
ditioning. Using SPPF-FMOR, the accuracy of the under-
lying truncated Taylor series approximation to the system is
bounded by the SPPF parameter R̆, thereby decoupling the
error from the worst-case interaction distances and allow-
ing accuracy over a greater frequency range than previous
methods [11]. Our results, in section 4, will demonstrate
the dramatic improvement in model accuracy. However, as
promising as the accuracy results are for rapid characteriza-
tion of a model’s frequency-dependent behavior, the time-
domain models that are most naturally produced contain
delay-differential equations with questionable stability prop-
erties. Such issues must be examined before these models
can be used to accelerate time domain simulation.
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2. BACKGROUND

2.1 System Formulation
This paper will present results for impedance models ex-

tracted by a extended version of the FastPep [6] solver,
which we modified to improve conditioning and capture full-
wave effects. Our solver approximates the unknown currents
and charges of a mixed surface and volume IE using piece-
wise constant basis functions [5], discretizes the IE with
Galerkin procedures, and enforces current and voltage con-
servation with mesh analysis to generate a full-wave model:
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in which s = i2πf is proportional to frequency f , c is the
speed of light, M relates loop voltages to branch voltages,
M T relates branch currents from loop currents, R specifies
branch resistances, L(s) specifies the frequency dependent
branch inductances, P (s) is the potential coefficient matrix,
IC is the vector of n mesh loop currents, V is the vector
of source voltages, which is zero everywhere except at the
source loops, and IO is the desired output current.

2.2 Model Order Reduction Background
Taylor series expansions of Z(s) has been used to extend

traditional projection-based MOR [3, 11]. To see how, con-
sider the Taylor series expansion of Z(s) about s = sT :

Z(s) ≈ Z0 +∆Z1 +
∆2

2
Z2 + · · · + ∆nT −1

(nT − 1)!
ZnT −1, (2)

where ∆ = (s − sT ), Zj = ∂jZ
∂sj (sT ), and nT is the trunca-

tion order. Following the method in [11], the nT -th order
equation (2) can be reduced to a nT order state space de-
scription (or nT 1st order equations) by introducing new
”current” state variables. This results in the expanded Tay-
lor Approximation system (ETAS):

2

666664
(sT − s)

2

666664

−Z1 −Z2 · · · −ZnT −1

I
2 0 · · · 0

0
. . .

. . . 0
... 0 I

nT −1 0

3

777775

+

2

664

Z0 0 · · ·

0 I
. . .

...
. . .

. . .

3

775

3

775

2

6664

IC1

IC2

...
ICnT

3

7775
=

2

6664

V
0
...
0

3

7775
(3)

We abbreviate the ETAS (3) by introducing the script no-
tation:

[Z1 − (s − sT )Z2]IC = V . (4)

To generate a reduced order approximation to (2), consider
applying projection based MOR. In projection based MOR,
a matrix U is created which will project the system from
n-dimensional space into a q-dimensional subspace:

U = [ u1 u2 · · · uq ], q << n. (5)

The columns of U can be selected in a variety of ways [9],
we used the Krylov subspace approach as in
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U is carefully constructed [3] so that it’s span will contain or
be located very close to the exact solution to the unknown
n currents: IC ≈ U dIC where dIC is the new ”reduced”
state vector. Thus, the reduced system will be:

[Ẑ1 − (s − sT )Ẑ2]cIC = V̂ , (6)

where

V̂ = UT V , Ẑ1 = UT Z1U , Ẑ2 = UT Z2U . (7)

For the full-wave case, we must approximate the model in
equation (1) with the ETAS (3) in order to apply projec-
tion MOR, our ”exact solution” is actually an approximate
system, and we ”carefully” construct U to project into a
subspace that is in close proximity to the exact solution of
equation (4). From [3] we know the best solution in the
selected q-dimensional subspace will match the first 2q s-
parameter moments of the solution to to the approximate
model in (4).

3. SEGREGATION BY PRIMARY PHASE
FACTORS (SPPF)

Because the accuracy of any ROM generated by the tech-
niques described in the previous section is dependent on the
ETAS, there are severe limitations using this method in the
full-wave regime for many geometries of interest. The full-
wave kernel present in each element of the system matrix
can be expanded:
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where ik = s/c is the inverse wavelength when s = i2πf
and f is the excitation frequency. The high order terms
in the expansion in (8) will decay rapidly when kr << 1,
corresponding to low frequencies and short distances. For
SoB and SoP problems, frequencies can exceed 20 GHz and
lengths can be of the order of a few centimeters. For such
problems, kr > 10, and the series expansion in (8) requires
more than 29 terms to be 1% accurate. The implication is
that the ETAS system in (4) would be 29 times larger than
the system in (1).

3.1 Improving ETAS with SPPF
Elements of the Z(s) matrix in (1) approximately have

the form:

Zmn =
e−ikrmn

rmn
(9)

where rmn is interaction distance.
The idea of the SPPF method is to pick a radius R̆ such

that kR̆ = O(1) for all frequencies of interest. Then, expand
each distant Zmn about the full-wave kernal evaluated at an
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integer multiple of R̆, as in

e−ikrmn
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(10)
where lmn = 1, · · · , n̆ and dmn is such that kdmn is small
and therefore the series expansion converges rapidly .

Thus, SPPF segregates Z(s) into multiple remainder
phase matrices, each corresponding to a primary phase fac-
tor, and approximates the remainder terms:

Z(s) =
n̆X
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where [Z̆ ]mn = zmneikdmn/rmn. The P l operators select

the entries in Z̆ corresponding to the l-th phase factor eiklR̆.
Equation (11) can be expanded into the SPPF-ETAS:
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or in abbreviated SPPF-ETAS form:

Z̆(s)J̆ =
n̆X

l=0

e−ikR̆lP l(Z̆1 − (s − sT )Z̆2)ĬC = V . (13)

3.2 SPPF with FMOR
Full-wave MOR is readily applied to equation (13), by pre

and post-multiplying the SPPF-ETAS (13) by the projection
matrix U to obtain a full-wave ROM:

ˆ̆Z(s) ˆ̆IC =
n̆X

l=0

UT e−ikR̆lP l(Z̆1 − (s − sT )Z̆2)U ˆ̆IC

UT V =
n̆X

l=0

e−ikR̆l( ˆ̆Z1l − (s − sT ) ˆ̆Z2l)
ˆ̆IC = bV (14)

The cost of generating (14) from (13) is nearly equal to the
cost of generating (6) from (4), using ETAS-FMOR. For a

given frequency of interest, the cost of evaluating cIC given
V̂ in (4) is similar to the cost of the same computation using
(6) Thus, the cost of SPPF-FMOR is comparable to ETAS-
FMOR in [11], but the accuracy of SPPF-FMOR is much
greater for a given nT .

3.3 Improving conditioning
The ETAS (3) and SPPF-ETAS (13), required to apply

projection MOR, have poor conditioning because the Zl

blocks in the top row have very different magnitudes. One
can see this by examining the Zl blocks in the top (block)
row of equation (3): The elements of the l-th matrices have
the form rl−1eikr. Thus, the blocks Zl each have very differ-
ent magnitudes, resulting in poor conditioning for the over-
all system. Letting ∆ = j(kT − k), we made the following

alterations to the ETAS (and SPPF-ETAS) to improve con-
ditioning:
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β is a representative average distance for the system. By
rescaling the blocks Zl, this modification improved the con-
dition number of the ETAS and SPPF-ETAS dramatically:
Examples demonstrated an improvement of five to ten or-
ders of magnitude!

4. RESULTS
We highlight the advantages of the SPPF-FMOR algo-

rithm using two wires in a transmission line configuration of
length=2cm, width=37e-6m, and height=15e-6m, separated
by 1cm, excited by a 1 ampere amplitude current source at
one end and an open circuit at the other end. Our solver dis-
cretized the transmission line into n = 183 unknowns. For
excitation wavelengths around 2cm (15 GHz), this example
is in the full wave regime.

Figure 1 shows the phase computed from the original
model (n = 183, extracted by the solver) and phase com-
puted by the ROMs (q = 14) generated by SPPF-FMOR
and ETAS-FMOR. The SPPF-FMOR phase matches over
the entire frequency range, but the ETAS-FMOR phase de-
viates after the first resonance at about 11 GHz. Both ROMs
are generated from approximations that are truncated to
nT = 6 terms. 10 moments from the main expansion point
at sT = 5GHz and 4 moment terms from an additional ex-
pansion point (multi-point MOR [3]) at about 11 GHz are
included in the projection matrix U .

Figure 2 compares the log of the error in the current
computed by the 2 ROMs (q = 14). The ROM gener-
ated by SPPF-FMOR has less than 2% error over the en-
tire frequency range up to 15 GHz, including 2 resonance
points, and is 100 times more accurate than the ETAS-
FMOR model.

Both ROMs have dimension q = 14 and were constructed
from approximate models truncated to nT = 6 terms, so
that the cost, O(q nT n2) operations, to generate the SPPF-
FMOR model for a parameter sweep is equivalent 84 fre-
quency point solves. Since the ETAS-FMOR model is ac-
curate only over a fraction of the frequency range, at least
3 ROMS would be required to accurately characterize the
range, which would be equivalent to 252 frequency point
solves. Therefore, if many more solves are required to ac-
curately characterize the frequency behavior of the system
over a large range, SPPF-FMOR could significantly acceler-
ate the frequency sweep by characterizing the entire range
in 1 ROM.

Although SPPF-FMOR can be used to accelerate fre-
quency sweeps, it may be more useful as a way to generate
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Figure 1: Phase of the Admittance computed by
original model(+), SPPF-FMOR (*), and ETAS-
FMOR(.). The SPPF-FMOR model matches the
original over the entire frequency range up to 15Ghz
but the ETAS-FMOR model(.) deviates after the
resonance at 11GHz.

time domain moodels. However, direct generation of time
domain descriptions from (14) will produce delay differen-
tial equations with delays on derivatives of state variables.
It is difficult to assess the stability of such systems, and
their time integration also poses challenges. These issues
will need to be addressed.

5. CONCLUSIONS
Segmentation by Primary Phase Factors has great po-

tential for efficient, accurate full-wave Model Order Reduc-
tion. SPPF-FMOR models were 100 times more accurate
than those generated by previous (ETAS-FMOR) methods.
Our new method to rescale the ETAS blocks dramatically
improved conditioning and facilitated MOR. SPPF-FMOR
has been extended for PFFT sparsification [8] and to cre-
ate ROMs based on multiple expansion points (multi-point
MOR). Future work will involve generating passive time
domain models, examining elaborate structures, analyzing
cost, and constructing multi-parameter ROMs. The authors
would like to acknowledge support from the Semiconductor
Research Corporation, and the MARCO Interconnect Focus
and Gigascale System Research Centers.
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