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ABSTRACT
An efficient approach to full-wave impedance extraction is devel-
oped that accounts for substrate effects through the use of two-layer
media Green’s functions in a mixed-potential-integral-equation
(MPIE) solver. Particularly, the choice of implementation for the
layered media Green’s functions motivates the development of ac-
celerated techniques for both volume and surface integrations in the
solver. Solver accuracy is validated against measurements taken on
fabricated devices; solver efficiency is demonstrated by its 9.8X
reduction in cost in comparison to the traditional integration ap-
proach.

Categories and Subject Descriptors: B.7.2 [Design Aids]: Place-
ment and routing, Simulation, Verification.

General Terms: Algorithms.

Keywords: Impedance extraction, Substrate modeling, Integral equa-
tion solver.

1. INTRODUCTION
The integration of RF, analog and digital circuitry on a single

integrated-circuit substrate, or system-on-chip (SoC), has become
a popular solution for various mixed-signal applications. However,
due to the conductive nature of the substrate, it becomes an increas-
ingly difficult task to ensure the correct operations of all the SoC
components. The semiconducting silicon substrate used in most
SoC systems permits noise injection and propagation, thereby ex-
posing sensitive circuitry to substrate noise coupling. The severity
of the substrate effects only worsens as operating frequencies in-
crease. For instance, the induced eddy currents in the substrate
may degrade the quality factor of high-frequency RF inductors,
thus leading to poor analog performance. In addition to substrate
losses, conductor skin and proximity effects may impact current
return paths in a network of closely-spaced conductors. More-
over, electro-magnetic interference (EMI) in the SoC system may
affect components through long-range propagation of electromag-
netic waves. For example, the on-chip power and ground wires of
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lengths comparable to the wavelength could be potential sources of
long-distance EMI emissions.

In order to avoid all the above problems in a circuit design, a
simulation tool is needed that can accurately and efficiently extract
full-wave conductor impedances in the presence of a conducting
substrate. The solver described in this paper accomplishes just that.
In the solver, the effects of the substrate are accounted for through
the use of the well-developed complex image theory [3, 4, 5, 6],
which generates a set of closed-form, full-wave, 3D layered vector
and scalar Green’s functions for a two-layer medium. These lay-
ered media Green’s functions are then incorporated into a MPIE
formulation to compute the 3D vector and scalar potentials for the
conductors. Since the substrate effects are already captured by the
layered media Green’s functions, the MPIE formulation performs
3D conductor impedance extraction without the need to discretize
the substrate’s volume or surface. In the MPIE formulation, the
choice of the closed-form, full-wave layered media Green’s func-
tion kernels motivates the development in this paper of a set of
novel, accelerated volume and surface integration schemes. These
schemes reduce the 3D volume or 2D surface integrations of the
layered media Green’s function kernels to a sum of 1D line inte-
grals. These techniques dramatically improve the efficiency of the
solver, thus making it a viable solution to full-wave substrate im-
pedance extractions of complex interconnect structures.

Many other numerical techniques have been proposed to ana-
lyze substrate effects on conductor networks. In [16, 13, 10, 14],
2D quasistatic layered media Green’s functions are used to model
substrate impedance. In [12], a quasi-magnetostatic integral for-
mulation is applied to both the conductors and the substrate. In
[15], a CAD-oriented modeling approach is used that simulates
substrate effects by ideal lumped circuit elements. In [8], vector
conductor potentials are approximated using a zero-thickness for-
mulation, and substrate effects are accounted for through full-wave
layered media Green’s functions. Due to the numerous approxi-
mations made, these methods lack accuracy. In [11, 9], full-wave
substrate modeling is accomplished based on applying computa-
tionally expensive finite-element and finite-difference time-domain
methods to a finely-discretized substrate.

Overall, the solver described in this paper is novel in that it pos-
sesses a unique combination of full-wave layered media Green’s
functions (Section 2), a method for 3D conductor vector and scalar
potential computations (Section 3), and accelerated techniques for
both volume and surface integrations of the full-wave kernels (Sec-
tion 4). Finally, examples are presented that validate the accuracy
and efficiency of the solver against measurements made on fabri-
cated devices (Section 5).
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2. BACKGROUND

2.1 MPIE Formulation
As in [17, 18], the following set of integral equations can be used

to compute conductor current distribution J and conductor surface
charge ρ,

J(r)
σ

+ jω
µ

4π

�
V

J(r′)GA(r,r′)dr′ = −∇φ(r) (1)

1
4πε

�
S

ρ(r′)Gφ(r,r′)dr′ = φ(r); (2)

∇ · J(r) = 0 (3)

n̂ · J(r) = jωρ(r), (4)

where V and S are the union of conductor volumes and surfaces
respectively, GA and Gφ are the vector and scalar Green’s functions
respectively, φ is the scalar potential on the conductor surfaces, µ
is the magnetic permeability, ε is the dielectric constant, σ is the
conductivity, and ω is the angular frequency of the conductor ex-
citation. For a given interconnect structure, after specifying a set
of terminal voltages as inputs, terminal currents can be obtained by
solving the above system of equations (1)-(4). Consequently, The
overall system impedance for the structure can be extracted.

2.2 Layered Media Green’s Functions
The layered media Green’s functions adopted in this paper are

based on the well-established complex image theory [3, 6, 4]. A
planar-layered medium is shown in Fig. 1a. The source, either
a vertical electrical dipole (VED) or a horizontal electric dipole
(HED), is located at a height h in the top-most layer. The loca-
tion of the observation point, z, is also confined to the top-most
layer. The radial distance parallel to the planar medium between
the source dipole and the observation point is denoted by d. The
ith layer is characterized by its dielectric property, εi = εri − j σ

ε0ω ,
where εri is the relative permittivity, and ε0 is the free-space per-
mittivity.

According to [1], in a multi-layered structure, a VED generates
vector potentials only in the vertical z-direction (GA

zz), an x-directed
HED generates vector potentials in both the x-direction(GA

xx) and
the z-direction(GA

xz), and an y-directed HED generates vector po-
tentials in both the y-direction (GA

yy) and the z-direction (GA
yz). As

for scalar potentials, different types of scalar potentials are associ-
ated with different orientations of the source dipoles, Gq

v for a VED
and Gq

h for a HED.
These layered media Green’s functions do not generally exist in

closed form in the spatial domain. To facilitate their evaluation,
the aforementioned Green’s functions for the top-most layer are
derived analytically in the spectral domain using a recursive algo-
rithm. The complete set of closed-form spectral Green’s functions
can be found in [4].

To obtain the spatial counterparts to the spectral Green’s func-
tions, direct evaluation of their inverse transforms can be used, but
the resulting expressions are highly oscillatory, thus are compu-
tationally expensive to evaluate [5]. Hence an approach is taken
where the spectral Green’s functions are approximated so as to gen-
erate closed forms in the spatial domain. Each spectral Green’s
function is approximated through its decomposition into two con-
tributions:

1. Complex quasistatic term denoted by c
2. A sum of complex exponentials approximated using a two-
level Generalized Pencil-of-Function (GPOF) method [5, 6]. The
exponentials are in the form of ∑aie−kzbi , jkx ∑aie−kzbi or
jky ∑aie−kzbi , where a′is and b′is are the complex coefficients
and exponents, respectively, and kz is the wave number in the z-
direction for the top-most layer.

Using the Sommerfeld Identity [21], the approximated spectral Green’s
functions can be easily transformed into the spatial domain where
they have closed-forms. Table 1 lists the various spectral-to-spatial
domain mappings utilized in the transformation process. In addi-

Image
Type

Spectral Domain Spatial Domain

real G̃=c Gri(d,h,z) = c e− jkR

R ,
R=
√

d2 +(z+h)2

complex I G̃=∑aie−kzbi Gci1(d,h,z) = ∑ai
e− jkR

R ,
R=
√

d2 +(z+h− jbi)2

complex II G̃=− jkx ∑aie−kzbi Gci2x(d,h,z) = ∑ai
∂
∂x ( e− jkR

R ),
R=
√

d2 +(z+h− jbi)2

G̃=− jky ∑aie−kzbi Gci2y(d,h,z) = ∑ai
∂
∂y ( e− jkR

R ),

R=
√

d2 +(z+h− jbi)2

Table 1: Table of spectral-to-spatial domain mappings.

tion, some of the spatial-domain layered media Green’s functions
require the contribution of the free-space Green’s function with the
form

G f s =
e− jkR

R
R =

√
d2 +(h− z)2, (5)

where k = ω
√

µ0ε1 is the magnitude of the wave number of the
top-most layer.

All spatial-domain layered media Green’s functions can be ap-
proximated by various combinations of G f s, real images, and com-
plex images [3]. More specifically, GA

xx, GA
yy, GA

zz, Gq
v , and Gq

h are
expressed as some combinations of G f s, a real image and type I
complex images, while GA

xz and GA
yz contain only type II complex

images.
The idea of the complex image theory becomes clear: the poten-

tial generated by a source dipole evaluated at an observation point
in the presence of a layered medium is the same as the sum of po-
tentials generated, in the absence of the layered medium, by some
combination of the source dipole and image dipoles with real and
complex locations in space. Fig. 1b illustrates this concept for GA

xx
[2].

3. INTEGRATION OF LAYERED MEDIA
GREEN’S FUNCTIONS IN MPIE SOLVER

The layered media vector and scalar Green’s functions,

GA =


GA

xx 0 0
0 GA

yy 0
GA

xz GA
yz GA

zz


 , Gφ =

{
Gq

v V ED
Gq

h HED
(6)

are substituted into (1) and (2), respectively, to account for the sub-
strate effects on the vector and scalar potentials.

To solve (1)-(4) numerically, one approximates the conductor
volume current and surface charge by a finite set of piece-wise
constant basis functions. This means that the conductor volumes
are discretized into short and thin filaments along their length and
cross-sections with the assumption that a constant current density
flows length-wise through each filament in the direction l̂ = [lx, ly, lz].
Each filament has a length d and cross-sectional area A. Likewise,
the conductor surfaces are discretized into small panels with the as-
sumption that charge density is constant on each panel. Each panel
has an area S and a centroid location rc.

After discretizing (1) and (2), one applies a Galerkin technique [21]
to (1) and a centroid collocation technique [18] to (2) to produce the
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following branch equations:[
R+ jωL 0

0 P

][
I
q

]
=
[
V
φ

]
, (7)

where

R j j =
1
σ

dj

A j
(8)

Li j =
µ

4π

�
Vi

�
Vj

GA(r,r′)l̂ j · l̂idr′dr (9)

Pi j =
Ai

4πε

�
S j

Gφ(rci ,r
′)dr′. (10)

Substituting (6.a) into (9) and (6.b) into (10) produces the follow-
ing expanded forms:

Li j =
µ

4π

�
Vi

�
Vj

[
GA

xx(r,r
′)lx j lxi +GA

yy(r,r
′)ly j lyi +GA

zz(r,r
′)lz j lzi

+GA
xz(r,r

′)lx j lzi +GA
yz(r,r

′)ly j lzi

]
dr′dr (11)

Pi j =
Ai

4πε

�
S j

Gq
v/h(rci ,r

′)dr′. (12)

Since the layered media Green’s functions are expressed as com-
binations of the closed forms shown in table 1 and (5), the integra-
tions of (11) and (12) can be performed numerically involving only
these closed forms.

The implication of (11) is that the potential at an evaluation fil-
ament due to the potential generated by a source filament in the
presence of a layered substrate is the same as the potential gener-
ated, in the absence of the substrate, by a combination of filament
sources with real and complex locations in space. This idea is il-
lustrated in Fig. 1c. Similar concept also applies to scalar potential
analysis in terms of panel charges.

Finally, equations (3) and (4) can be imposed on the discretized
system defined by (7) using either nodal analysis [17] or mesh
analysis [18], or a combination of both [19].

4. NOVEL APPROACH TO INTEGRATION
The choice of closed-form vector layered media Green’s func-

tions in (11) suggests that, for vector potential analysis, one only
needs to be concerned with the double volume integration of two
types of kernels:

Type I: e− jk|r′−r|
|r′−r|

Type II: ∂
∂h

( e− jk|r′−r|
|r′−r|

)
; h=x or y,

where r′ = [x′,y′,z′] is a vector from the origin to the source point,
and

r =




[x,y,z] for G f s

[x,y,−z] for a real image
[x,y,−z+ jb] for a complex image

(13)

is a vector from the origin to the observation point or its image.
As for scalar potential analysis, the use of the scalar layered me-
dia Green’s functions in (12) suggests that only Type I kernels are
needed for surface panel integrations.

4.1 Volume Integration of Type I kernel
As a consequence of using the Galerkin technique for vector po-

tential computation, the resulting double volume integrals are ex-
tremely expensive to compute if a traditional 3D quadrature ap-
proach is applied to both inner and outer integrations. This obser-
vation motivates the development of a set of accelerated integration

x

y

z

h z

d

z=0

01,

02 ,

E

(a)

z=0

1

1

E

Complex
images

Real image

z=0

1

1

E

Complex fil
images

Real fil. 
image

(b) (c)

Figure 1: a. A source dipole and an evaluation point in a two-
layered planar medium; b. Complex image representation of
GA

xx; c. Complex image representation of the fields generated
by an x-directed source filament in the presence of a layered
substrate.

schemes applicable to inner volume integrations, which when com-
bined with a 3D quadrature approach to outer integrations, dramat-
ically enhances the efficiency of the overall double volume integra-
tions.

First, let’s examine the case of
�

V

e− jk|r′−r|

|r′ − r| dv′. (14)

Consider the distribution of sources within a filament of volume V.
As shown in Fig. 2, the surface of V, denoted by ∂V , is composed of
several faces, each indexed as ∂ jV . ∂ jV has an outward unit normal
n̂ j . The perpendicular distance generated from the projection of the
observation point r onto the plane of ∂ jV is denoted as h j . This
style of notation is adopted from [7].

The first step in evaluating the volume integral in (14) is to apply
the Divergence theorem to transform the integral in V to an integra-
tion over ∂V . The theorem states,�

V
(∇ ·F)dv =

�
∂V

F · n̂ da. (15)

Observation I: According to (15), the volume integration in (14)
can be transformed to an integral over the volume’s enclosing sur-
faces if a vector can be determined such that its divergence is the
same as the integrand in (14).

In order to apply such theorem, the integration kernel must be
continuously differentiable over the domain of integration V. This
is not the case, however, when the observation point r is in V or on
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∂V . A separate treatment is devised to handle this self-term case as
shown in the latter part of this section.

However, if r is outside of V, the Divergence theorem is applied
to (14) which yields

�
V

e− jkR

R
dv′ =

�
V

∇′ ·�R
[

1
− jk

e− jkR

R2 − 1
(− jk)2

( e− jkR

R3 − 1
R3

)]
dv′

=
�

∂V
n̂ ·�R

[
1

− jk
e− jkR

R2 − 1
(− jk)2

( e− jkR

R3 − 1
R3

)]
ds′

= ∑
j

�
∂ jV

n̂ j ·�R
[

1
− jk

e− jkR

R2 − 1
(− jk)2

( e− jkR

R3 − 1
R3

)]
ds′

= ∑
j

h j

�
∂ jV

[
1

− jk
e− jkR

R2 − 1
(− jk)2

( e− jkR

R3 − 1
R3

)]
ds′,

(16)

where �R is a vector from r to r′, and R = ||�R||.
In (16), the 3D integration in V is transformed to a sum of 2D in-

tegrations over faces bounding V. In order to proceed further, more
properties have to be defined for ∂ jV in relation to the observation
point r as shown in Fig. 2:

• P is the end point of the projection of r onto the plane defined
by ∂ jV .

• ∂ jV is enclosed by a set of edges, each indexed as ∂i∂ jV .

• For each ∂i∂ jV , a local coordinate system is defined with the
origin centered at P and three axes of directions, l̂i j,ûi j and
n̂ j .

• di j is the perpendicular distance of the projection of P onto
the line ∂i∂ jV .

• �ρ is a vector from P to a point on ∂∂ jV , the boundary of ∂ jV ,
and ρ denotes the distance between the two points.

Observation II: The Divergence theorem can be applied once more
to transform integration over surface ∂ jV to one over contour ∂∂ jV
of ∂ jV .

However, if P is in ∂ jV or on ∂∂ jV , before such theorem can be
applied, it is necessary to exclude for separate treatment a region of
∂ jVε, which is the intersection of ∂ jV and a small disk of radius ε
centered at P. Let I(R) be the integrand in (16) such that

�
V

e− jkR

R
dv′ = ∑

j
h j

�
∂ jV

I(R)ds′

= lim
ε→0

∑
j

h j

�
∂ j(V−Vε)

I(R)ds′ + lim
ε→0

∑
j

h j

�
Vε

I(R)ds′

= lim
ε→0

∑
j

h j

�
∂ j(V−Vε)

∇′ · �ρ
ρ2

[
1

(− jk)2 (
e− jkR

R
− 1

R
)− 1

− jk

]
ds′

= lim
ε→0

∑
j

h j

�
∂∂ j(V−Vε)

û · �ρ
ρ2

[
1

(− jk)2 (
e− jkR

R
− 1

R
)− 1

− jk

]
dl′

= ∑
j

h j ∑
i

�
∂i∂ jV

di j

ρ2

[
1

(− jk)2 (
e− jkR

R
− 1

R
)− 1

− jk

]
dl′

+ lim
ε→0

∑
j

h j

�
∂∂ jVε

û · �ρ
ρ2

[
1

(− jk)2 (
e− jkR

R
− 1

R
)− 1

− jk

]
dl′,

(17)

where û is the outward normal vector of ∂ jV\∂ jVε.

The second integral of (17) can be evaluated using a local polar
coordinate system centered at P. This produces:

lim
ε→0

∑
j

h j

�
∂∂ jVε

û · �ρ
ρ2

[
1

(− jk)2 (
e− jkR

R
− 1

R
)− 1

− jk

]
dl′

= ∑
j

h j ∑
i

�
∂i∂ jV

di j

ρ2

[
1

(− jk)2 (
e− jk|h|

|h| − 1
|h| )−

1
− jk

]
dl′ .

(18)

Substituting (18) into (17) yields the final expression

�
V

e− jkR

R
dv′ =∑

j
h j ∑

i

�
∂i∂ jV

di j

ρ2

[
1

(− jk)2

(
e− jkR −1

R
− e− jk|h| −1

|h|

)]
dl′ .

(19)
Equation (19) shows that the volume integration of (14) can be

transformed to a sum of 1D integrations over the line segments con-
touring the volume.

4.1.1 Self-term Volume Integration
For the separate case where r∈V\∂V , a simple approximation

scheme is used. That is,
�

V

e− jk|r−r′ |

|r− r′| dv′ = ∑
i

e− jk|r−ric|
�

Vi

1
|r− r′|dr′, (20)

where the source filament is divided into sub-filaments, and ric is
the center of the ith sub-filament. The integral in (20) is solved
using the method described in [7] which transforms the volume
integral of 1

|r−r′ | into a sum of boundary segment integrals through
the application of the Divergence theorem. The effect of extracting
the e− jkR term outside of the integral is minimal since both source
and evaluation points vary within only one filament-length, which
is a small fraction of the wavelength.

4.2 Volume Integration of Type II kernel and
Surface Integration of Type I kernel

Let’s examine the case of
�

V

∂
∂h

e− jk|r′−r|

|r′ − r| dv′, where h = x or y. (21)

Since only GA
xz and GA

yz require the use of Type II kernels, there is
no need to be concerned with the self-term case where r∈V\∂V .
Observation III: Through two consecutive applications of the Di-
vergence theorem, the volume integral of (21) can also be trans-
formed to a sum of 1D line integrals. That is,
�

V

∂
∂h

e− jk|r′−r|

|r′ − r| dv′ = −
�

V
∇′ · (ĥ e− jkR

R
)dv′

= −∑
j

n jh

�
∂ jV

e− jkR

R
ds′

= −∑
j

n jh

�
∂ jV

∇′ · �ρ
ρ2

(e− jkR

− jk
− 1

− jk

)
ds′

= −∑
j

n jh ∑
i

di j

ρ2

�
∂i∂ jV

(
e− jkR

− jk
− 1

− jk
)dl′,

(22)

where n jh is either the x or y component of n̂ j .
Observation IV: To determine the surface integration of the Type

I kernel,
�

S
e− jk|r−r′ |
|r−r′| ds′, one immediately sees that the solution is al-

ready obtained in (22) where the integrand generated after applying
the first Divergence theorem is exactly the same as the integrand of
the surface integration.
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V

Vj

Vji

jh

p

ijû

ijdin̂

ijl̂

r

Vj

Vj

Figure 2: Geometric definition for quantities used in the inte-
gration schemes.

5. RESULTS
The purpose of the first example in this section is to establish

the efficiency of the solver due its use of the accelerated integra-
tion schemes. The purpose of the second example is to validate
the simulation techniques introduced in this paper by comparing
measurement data obtained for a fabricated RF inductor to the re-
sults produced from simulations. The third example demonstrates
the solver’s ability to capture conductive substrate effects at the
integrated-circuit level. The final example verifies the solver’s abil-
ity to capture full-wave effects on conductor impedance in the pres-
ence of a substrate.

5.1 Computational Cost Comparison
This section presents cost analysis and comparison of utilizing

the accelerated integration scheme as opposed to a standard 3D
Gaussian quadrature approach for the volume filament integration
of a Type I kernel. The source filament is 1um x 1um in the cross-
section and 500um in length. The potential is evaluated 2.5um from
the center of the filament. Table 2 shows that, in comparison to

Accuracy 3D Gaussian 1D accelerated cost
(%) quadrature (pts #) method (pts #) reduction
0.1 1755 240 7.5X
1 1062 132 8X
4 675 48 14X

Table 2: Cost analysis for the volume integration of a Type I
kernel.

the standard 3D Gaussian quadrature scheme, an average of 9.8X
reduction in computational cost is achieved when the accelerated
integration scheme is used for close-field potential calculations.

5.2 Accuracy Validation Against Measurements
Fig. 3 shows a plot of quality factors (Q-factors) obtained for

a square 2.75-turn spiral RF inductor excited over a range of fre-
quency inputs. One set of Q-factor data is produced from mea-
surements while the other set is from the solver introduced in this
paper.

The RF inductor, as shown in Fig. 4a, is fabricated on a multi-
chip module (MCM) [20] using copper wires that are 5µm thick
and 68.75µm wide. The separation distance between the turns is
25µm. The overall area of the inductor is 1mm2. A guard ring is
placed 200µm from the RF-inductor to simulate a nearby ground.
This structure is embedded in a dielectric and situated 150µm above
the substrate. The dielectric has a resistivity(ρ) of 1.0x1017Ω · cm

and a relative permittivity (εr) of 3.5. For the substrate, ρ = 1.0x1014Ω·
cm and εr = 9.9.

Measuring Q-factors of fabricated RF inductors is a difficult task,
and measurements are typically noisy; nevertheless, plots in Fig. 3
demonstrates that the simulation has accurately captured the overall
Q-factor behavior when compared to the measured data.
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Figure 3: Measured and simulated Q-factors for the RF induc-
tor described in Sec. 5.2.

5.3 Substrate Effects on a Square 7-turn RF
Inductor

After establishing the validity of the solver in the previous sec-
tion, this section presents the quantitative analysis of the effect of
a conducting silicon substrate (ρ = 10Ω · cm, εr = 11.7) on a large
square 7-turn RF inductor in comparison to the same RF induc-
tor simulated in free space without the substrate. The RF inductor
structure is shown in Fig. 4b. For the substrate analysis, the in-
ductor is embedded in a silicon oxide layer(εr = 3.9) and situated
5µm above the substrate. It is constructed from copper wires that
are 1µm thick and 10µm wide. The separation distance between the
turns is 2µm, and the overall area of the inductor is 0.25mm2.

Fig. 5 shows that the RF inductor’s performance is severely de-
graded in the presence of the substrate. The frequency at which
self-resonance occurs is reduced from 3.5GHz to 0.9GHz, indicat-
ing a decrease in the frequency range at which proper inductor op-
eration can be ensured. The high-frequency Q-factors are reduced
as well, from 23 at self-resonating frequency without the substrate
to 7 with the substrate. This indicates that due to substrate effects,
eddy current losses induced in the substrate may, for instance, sig-
nificantly compromise the selectivity of RF filters or local oscilla-
tors.

(a) (b)

Figure 4: a. A square 2.75-turn RF inductor with ground ring;
b. A square 7-turn RF inductor.

151



1 2 3 4 5 6 7

x 10
9

0

5

10

15

20

1 2 5 63 4 7
910xFrequency

Without
substrate

With
substrate

Q

5

10

15

20

Figure 5: Q-factors with and without the substrate for the RF
inductor described in Sec. 5.3.

5.4 Full-wave Effects on a MCM
Transmission Line

A transmission line is constructed using two copper wires that
are 5µm thick, 10µm wide, and 3cm long. The two lines are situated
1cm apart at a height 180µm above the substrate in the oxide layer.
The properties of the oxide layer and the substrate are the same
as the MCM in Sec. 5.2. In Fig. 6, one set of resistance results
is generated in quasi-static mode where the full-wave kernels are
replaced with the 1

R kernels, and the other set is generated in full-
wave mode.

In Fig. 6, the full-wave effects are manifested as discrepancies
in the resonance peaks between the data generated in the full-wave
mode and those in quasi-static mode. These discrepancies increase
with frequency, reflecting on the full-wave mode’s ability, or, the
quasi-static mode’s inability, to capture high-frequency radiation
losses in the system.
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Figure 6: Resistance comparison between full-wave and quasi-
static simulations on the transmission line structure in Sec. 5.4.

6. CONCLUSION AND
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