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Short Papers

Estimation of Average Switching Activity in Our main contribution in this paper is to show that based on some
Combinational Logic Circuits Using Symbolic Simulation realistic assumptions about transistor-level behavior, the problem
of estimating switching activity in combinational circuits can be
Jo€ Monteiro, Srinivas Devadas, Abhijit reduced to one of computing signal probabilitiesf a multilevel
Ghosh, Kurt Keutzer, and Jacob White circuit derived from the original circuit by a process eym-
bolic simulation. The work closest to ours is the transition density
calculation method by Najm [12]. Transition densities correspond
Abstract—We address the problem of estimating the average switching to average switching rates for gates in the circuit. In [12], an
activity of combinational circuits under random input sequences. Switch- jnterconnection of combinational logic modules, each with a certain
ing activity is strongly affected by gate delays, and for this reason we delay, makes up a circuit. Transition densities are propagated through
use a variable delay model in estimating switching activity. Unlike most !
probabilistic methods that estimate switching activity, our method takes combinational logic modules without regard to their structure. Cor-
into account correlation caused at internal gates in the circuit due to relations between internal lines due to reconvergence are ignored

reconvergence of input signals. during propagation. It is possible to take into account correlations
This method assumes a particular delay model and further assumes by | . Il th dul . | dule. but in thi

that the primary inputs to the combinational circuit are uncorrelated. y umpln.g a t.e mo ue_s into one large mq u_e_' ut in this

Both these assumptions can be relaxed at the cost of increased complexity.case the information regarding the delay of the individual modules

We describe extensions to handle transmission gates and inertial delaysis |ost.

in this paper. For an excellent review of power estimation methods, the reader is
Index Terms—Power dissipation, probabilistic analysis, symbolic sim- referred to [13]. Our work on switching activity estimation, originally
ulation. presented in [9], has the following important characteristics. We

use a variable delay model for combinational logic in our symbolic
simulation method, which correctly computes the Boolean conditions
. o that causeglitching (multiple transitions at a gate) in the circuit. In
_For many consumer electronic applications, low average powgime cases, glitching may account for a significant percentage of the
dissipation is desirable, and for certain special applications low powﬁkitching activity. Symbolic simulation produces a set of Boolean
dISSI_patI.OI’I is of critical |mportancg. For personal COmmun'(:f"‘t'c_’l'ﬂlnctions that represent the conditions for switching at different time
applications such as hand-held mobile telephones, low-power dissiBgints for each gate in the circuit. Given input switching rates, we can
tion may be the tightest constraint in the design. More generally, Wito various exact or approximate methods to compute the probability
the increasing scale of integration, we believe that power dissipatigh o5ch gate switching at any particular time point. We then sum
will assume greater importance, especially in multichip modulgfese probabilities over all the gates to obtain the expected switching
where heat dissipation is one of the biggest problems.  4jity in the entire circuit over all the time points corresponding
We address the problem of estimating teerage switching , 5 clock cycle. Our method takes into account correlation caused

activity in combinational circuits given random input sequences. Thi§ iternal gates in the circuit due to reconvergence of input signals
measure is related to the average power dissipation of a circuit convergent fan-out).

can be used to mgke architectural or Qes?gn-style d.ecisions during thgpe rest of this paper is organized as follows. In Section II,
very large scale integrated (VLSI) circuit synthesis process. Thegg first review the physical model for power estimation, introduce
measures can also be used to drive logic optimization methods thgLic terminology, and state all the key assumptions of our work. In
target low-power dissipation. o ‘Section I, we describe a symbolic simulation method that computes
PrObabIhStIF methodg for power or current_estlmayon are attractiye, goolean conditions required for a gate to switch at each time
because statistical estimates can be obtained without recourse, it quring a clock cycle under unit and variable delay models. We
time-consuming exhaustive simulation. In the past, probabilistic pegkscrine some extensions to this method in Section V. In Section

current estimation methods (e.g., [5]) that compute probabilis§g e present results on several circuits, including those from the
current waveforms for combinational circuits have been developqéCAS_sg benchmark set. We conclude in Section VI.

Estimation of worst case power dissipation (e.g., [7] and [8]) is
a difficult problem requiring a branch-and-bound search, and these
methods have been applied to small to moderate sized circuits.

|I. INTRODUCTION

Il. PRELIMINARIES AND ASSUMPTIONS

A. A Power Dissipation Model
Manuscript received February 6, 1995; revised February 17, 1996. This . . . .
work was supported in part by the Defense Advanced Research Projectén this _se9t|0|j\, W_e observe that .under a S'mp"f'e‘?' modgl of the
Agency under contract NO0014-91-J-1698 and in part by the National Scier@igergy dissipation in CMOS circuits, the energy dissipation of a
Foundation under the NYI Program with matching funds from Mitsubishi an@MQOS circuit is directly related to the switching activity.
IBM Corp. This paper was recommended by Associate Editor, F. Somenzi. |y particular the three simplifying assumptions are the following.
J. Monteiro, S. Devadas, and J. White are with the Massachusetts Institute . . ) ]
of Technology, Cambridge, MA 02139 USA. 1) The only capacitance in a CMOS logic-gate is at the output
A. Ghosh was with Mitsubishi Electric Research Laboratories, Sunnyvale,  node of the gate.
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K. Keutzer is with Synopsys Inc., Mountain View, CA 94043 USA. 1The signal probability of a wire in a circuit is defined as the probability that
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2) Either current is flowing through some path frdm to the cover for the logic function, and the ternis - i> andi; - is - i3
output capacitor, or current is flowing from the output capacitare referred to agubesin the cover [2]. The equivalent logical

to ground. expression(i; - i2) V (i» - i3), does not represent a disjoint cover
3) Any change in a logic-gate output voltage is a change frobecauseé; - i; - i3 is contained in both cubes - i> andis - is.
Vo to ground or vice-versa. In general, given a disjoint cover for a Boolean function of

All of these are reasonably accurate assumptions for well-desigrigtforrelated inputs described by static probabilities, it is easy to
CMOS gates [10] and when combined imply that the energy dissletermine the probability of the function evaluating to a one. The
pated by a CMOS logic gate each time its output changes is rougmyacedure is given in the following two theorems whose proof follows
equal to the change in energy stored in the gate’s output capacitartbeectly from elementary probability [14].

If the gate is part of a synchronous digital system controlled by a Theorem 2.1:Given any disjoint cover for a Boolean function, the
global clock, it follows that the average power dissipated by the ga@€obability of the function evaluating to a one is equal to the sum of
is given by the probabilities of each of the cubes in the cover evaluating to a one.
Theorem 2.2: Given a logical function of uncorrelated inputs in

Povg = 0.5 X Cloaa X (Vﬁ,/TcyC) x E(transitions) (2) the form

where P,,; denotes the average poweT..q is the load capaci- S SUUE SN Pt s O s
tance, V. is the supply voltage7.,. is the global clock period, cLoTte MR

and E(transitions) is the expected valueof the number of gate where thei,,’s are nonnegated inputs, and the s are negated
output transitions per global clock cycle [12] or equivalently thénputs, then

average number of gate output transitions per clock cycle. All of e one e rere mera ore

the parameters in (1) can be determined from technology or circuit P(f =1) =pa)" - pay =+ Payy "Poy " Pay *Pin -

layout information except (transitions), which depends on both

the logic function being performed and the statistical properties & Transition Probabilities

the primary inputs. For static CMOS combinational logic, a gate output can only
change when its inputs change, and then only if the Boolean function
B. Static Probabilities describing the gate evaluates differently. For example, a two-input
Consider the case of dynamic CMOS logic (e.g., Domino). MND gate’s output will change between clock cyelend? + 1 if
the beginning of each clock cycle, all the gates are precharged, and (i1(t) - in (1) © (i (f + 1) - in(F + 1)) (5)

gates make transitions only if their associated Boolean functions
are satisfied. For example, a three-input AND-OR gate’'s Booleawaluates to one, wherg(t), i2(¢), andii (¢t + 1), i2(t + 1) are

function might be the inputs to the gate at clock cycteandt + 1, respectively. The
(i1 - i2) V (i - ia) @) disjoint cover for (5) is
wherei,, i», andis are primary inputs. In this case, the expected (W (t) - ix(1)) - (a(t+ 1))
value of the number of transitions at this gate’s output is V(ir(t) - i2(8) - (it + 1) - dia(t + 1))
E(trausitions) = 2 X P((i1 -i2) V (iz - i3) = 1) 3) Vir(#) - (i (t4 1) ia(t+ 1)

V(i () i) - (i (t+ 1) - ix(t+1)). 6
where P(z) is defined as probability that is true, and the factor of a() - i2(1) - (il )2 ) ©

two in the equation accounts for the reset transition during prechargelt is not possible to use Theorem 2.2 to evaluate the probability
To evaluate (3), it is necessary to determine the primary inpaf (6), because an input at tinte+ 1 is correlated to its behavior at

probabilities. We assume thatimary inputs are uncorrelatednd time ¢ (as in a sequential circuit). Insteamansition probabilities

that each is a waveform in time whose value is either zero or orfer the transitiond) — 0, 0 — 1, 1 — 0, and1 — 1 must be used.

changing instantaneously at global clock edges. Assuming ergodiditle denote these transition probabilities 8, p%', p;°, andp;',

without further comment, the probability of a particular inppbeing respectively, where for examp}t%-“ is defined by

one at a given point in time, denoted", is given by . '
v 10 o Z,?:l ij(k)i;(k+1)
g li ;::1 i (k) b= Ahi%o N . (7)
TN N (4)

_ ] ) The other transition probabilities follow similarly.
where N is the total number of global clock cycles, aidk) is the  satic probabilities can be computed from transition probabilities,
value of inputi; during clock cyclek. Clearly, the probability that 1yt not vice-versa, because of correlation between one time frame

ij is zero at a given point in time, denote¢™ is and the next. So in general it is necessary to specify transition
P =1 — e probabilities. The relations between static probabilities and transition
' ' probabilities follow directly from the definitions in (4) and (7),
We refer top;™™ andp;"® asstatic probabilities. Note that specifically
P((Zl'lz)\/(lz'lu) = 1)75171 P2 +Dp2 P30 pj»ero :p20—|—])2-l (8)
because the first and second product terms are not independent. Rather PP =pit + )’
P((iy-i2) V (iz-iz) = 1) = P((i1 - i2) V (i1 - iz - i3) = 1) Both static and transition probabilities are used to compute
= pT" " + PITPI P E(transitions) for static logic circuits, as can be seen from the

expression for the probability that (6) evaluates to a one
where the second equality holds because i, is disjoint from P P y ©

i1 -i2-i3. In this example(i, - ia) V (i - i - i3) represents a disjoint P13+ pit o pa® 4+ 0t pS + pit - pot. (9)
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For all primary inputswe assume that successive input vectors are i

uncorrelated® A one or a zero may be equally likely, in which case % out
all transition probabilities may be assumed to be 0.25, and all static i2

probabilities to be 0.5. It is also possible that a one or a zero at a
particular primary input are not equally likely resulting in nonunifornfig. 1. Glitching in a static CMOS circuit.
transition and static probabilities. We assume that these probabilities
are provided by the user.

i el
i1 —q

D. General Combinational Networks 5 ,—

i

The algorithm for computing the average power dissipated in a

dynamic CMOS combinational network follows directly from the >O o3
3

approach in Section II-B. That is, for each gatén a logical network, B
we first determine the Boolean function of the gafg,in terms of
the network’s primary inputs. Then we find a disjoint cover for
and use Theorems 2.1 and 2.2 to evalugteg; = 1).

The average power dissipation for the network is then

i4

Fig. 2. A multilevel combinational circuit.

Pavg = 0.5 x (Via/Teye) x Y Ci x Etransitions ofg;) A. Symbolic Simulation
. 1) An Example: Consider the multilevel combinational circuit
= (Via/Teye) X Zci x P(fi=1) (10 shown in Fig. 2.

. ) ) ) It has four primary inputs and one output and consists of four
yvhereCi is the Io_ad capgutgnce of tith gate, and the summation o5 gates. Fig. 3 shows the signal transitions at the primary input
's over all gates in the circuit. No.te that (10) follows from the facﬁodes as well as the possible transitions at the internal nodes of the
that the average value of a sgm is equal to the sum of the avergdvork. The time points are in normalized units. The first three
values_, regardless of correlation [14]. inputs, iy, i2, andis, switch simultaneously between time periods

A S|m-|Iar_ overqll appro_ach can be us_ed 'to compute the averafifo and one. The fourth inputy, is a late arriving signal that
power dissipated in a static CMOS combinational network. Howevesrwitches between the time points five and six. In this example, the

as described in Section II-C, a two-vector input sequence is requir&g\‘,ﬂyS of both Gate 1 and Gate 3 are one time unit. Gate 2 has a
to stimulate activity in static gates. Therefore, the Boolean functiqﬂelay of two units while Gate 4 has a delay of four units

for static gate og_tput activity is (_Jlifferel_wt than_th_at fora o_Iynamic gg_te, The e; waveforms in Fig. 3 represent the signals at the output of
and the probability of the function being satisfied requires transitiQfq ;1 logic gate. Each of the possible transitions,, represents

probabilities for evaluation. In particular, assuming negligible gate,, . o low-to-high or high-to-low signal transition betwelgi®

delays, a static CMOS logic gate’s output will switch with a changgnd[j + 1]** time points. The number of all possible transitions at a
in the primary input vector fron}’0 to V¢ if ’

gate output may equal the sum of all possible transitions at the gate
) i i inputs. These transitions are delayed by the gate’s propagation delay.
fi=((hi(VO) = 0) A (hi(VH) = 1)) 2) Unit-Delay Model: Even under the idealization of a unit-delay
V ((h:(V0) = 1) A (hi(VE) = 0)) (11) model, the gate output nodes of a multilevel network can have
multiple transitions in response to a two-vector input sequence. In
is satisfied, wheré; is the logic function corresponding to gajes fact, it is possible for a gate output to have as many transitions as
output. levels in the network.

The average power dissipated in the static network is then com-We construct the Boolean functions describing the gate outputs at
puted by using (10), withf; being given by (11), and’(f; = 1) is the discrete points in time implied by the unit-delay model. That is,
evaluated using both transition and static probabilities, as descritved consider only discrete timest +1,-- -, ¢+, wheret is the time
in Section II-C. when the inputs change fromo0 to V¢, and! is the number of levels
in the network. For each gate outguive use symbolic simulation to
construct thé + 1 Boolean functions;(t+j), j € {0,---,1} which
evaluate to one if the gate’s output is one at timie j. Note that as

As mentioned abOVe, fOI’ StatiC CMOS CirCUitS, SWitChing aCtiVitVVe assume no gate has Zero de|ay and that the network has Setﬂed
must be analyzed based on considering an input vector pair, denggéhre the inputs are changed frofi0 to Vt, fi(t) is the logic
(V0,Vt). If the gates have appreciable delays, there may be outgyhction performed fori’0 at theith gate output. Finally, we can
glitches that can contribute significantly to dissipated power. determine whether a transition occurs at a boundary between discrete

For instance, consider the circuit of Fig. 1. Assuming that thgme intervalst + j andt + j + 1 by exclusive-OR'ingf:(t + j)
delays of the INVERTER and the AND gate are both one time unifjth fit+ 3§+ 1).
if we apply the vectoi; = 0, i» = 0, followed byiy =1, @ =1, Consider the network in Fig. 1. For this network
we will obtain a glitch at the outpubut, which could cause power J—
dissipation. Below, we present symbolic simulationmethod that fit) =VO0u
can be used to generate a multiple-output function that represents the f2(t) = V01 AVO,.
total ;wntchlng activity over any possple |nput.vegtor pair, assummgssuming both gates have unit delay
a variable delay model for the gates in the circuit.

IIl. SYMBOLIC SIMULATION TO ESTIMATE SWITCHING ACTIVITY

A+ =)=Vt

2This assumption is relaxed in the work of [15]. ot +1) = filt) Niz(t) = VO AV
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Fig. 3. Signal waveforms for the primary inputs and the outputs of the logic gates.

Finally B. Signal Probability Evaluation

Given thef;(t+ j) @ f;(t + j + 1) functions, we can construct a
fot+2)= it + D) Ain(t+1) = Vi AV, disjoint cover for each of these single-output functions and compute
the exact probability of a transition occurring between the boundary
of t+j andt + j + 1.

For this circuit there are three possible transitions: that the IN- | hstead of enumerating disjoint covers, ordered binary decision
VERTER changes state fromto ¢ + 1, that the AND gate changes diagrams (BDD's) [4] can be used for the calculation of signal

state Tromt tot+1, and tha; the AND gate Cha_“ges state frol _ probability. It has been shown in [6] and [12] that exact signal
to t+ 2. The Boolean equations for these transitions are, reSpeCt'Vﬁ%bability calculation for a given function can be performed by a

linear traversal of a BDD representation of a logic function. We have

er1 = fit)® fi(t+1) implemented methods for signal probability calculation using BDD's.
on = fo(t) @ falt +1) In some cases, the BDP'S for the generated functions may be too

i large. The signal probability calculation can be done by a process
e22 = fo(t+1) & fa(t+2). of random logic simulation. For each Boolean functiory a large

number of randomly generated vectors are simulated on the network

As an aside, note that for this example, the two-vector sequermsresponding to the Boolean function till the signal probability
V0, =0, VO, =0, V#; = 1, Vt, = 1 simultaneously satisfies value converges to within 0.1%. Levelized/event-driven simulation
ei,1, €21, andess. methods that simulate 32 vectors at a time can be used in an efficient

3) General Delay Model:A gate with a large fan-in may have probability evaluation scheme. The probabilities thus obtained are
several times the delay of an inverter. If one uses normalized tiratatistical approximations.
units, one can always introduce unit-delay buffers at the output ofA final alternative is to use the cutting algorithm described in [1,
gates in a circuit, which have a delay greater than unity, in order pp. 193-195], which computes signal probability bounds for outputs
model differing delays among logic gates. Our symbolic simulator @& logic gates in arbitrary combinational circuits, given input signal
able to simulate circuits with arbitrary gate transport delays withoptobabilities. The exact probability is guaranteed to lie within the
introducing any unit delay buffers in the circuit. computed bounds. The basic strategy requires a single traversal of

4) Pseudocode for Symbolic Simulatioithe pseudocode for the the circuit from inputs to outputs, and the computational complexity
symbolic simulation algorithm is presented in Fig. 4. The simulatgrows linearly with the size of the circuit. If one does not wish to
processes one gate at a time, moving from the primary inputs to tingderestimate the average-case power dissipation/switching activity,
primary outputs of the circuit. For each gate an ordered list of the the upper bound on the signal probabilities of the generated Boolean
possible transition times of its inputs is first obtained. Then, possilfienctions evaluating to a one can be used. If one does not wish to
transitions at the output of the gate are derived, taking into accowverestimate the average-case switching activity, the lower bound on
transport delays from each input to the gate output. The processthg signal probabilities of the generated Boolean functions evaluating
done is similar to the “time-wheel” in a timing simulator. to a one can be used.
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1. Gates = Topological Sort( Network ) ;

2. for each g; in Gates {

3. A = delay of ¢; ;

4. TimePoints = NIL(LIST) ;

5. for each input g; of g; ( giy, ", 84 ) {

6. if g; is a primary input

7. then TimePoints = InsertInOrder ( TimePoints, { (0, Vo), (¢, Vi) 1),
8. else for each time point (k, f;(k)) of g; {

9. TimePoints = InsertInOrder ( TimePoints, (k, f;(k)) ) ;

10. }

11. }

12. /* §; is the Boolean function of gate g; with respect to its immediate inputs * /
13. fi(0) = 3i(f1,(0),- -+, £, (0)) 5

14. l=0;

15. for each new time point k£ in TimePoints {

16. filk + A) = §i(fi (k), -+, fin (K)) 5

17. eirta = [1® filk+ A);

18. I=k+A;

19. }

20. }

Fig. 4. Pseudocode for the symbolic simulation algorithm.

IV. EXTENSIONS duration is too small, the signal will not force the gate to switch. The

We describe extensions to the basic symbolic simulation strategyBfnimum duration for which an input change must persist in order

the previous section to handle transmission gates and inertial deld§§the gate to switch states is called ihertial delay of an element
and is denoted by [3, p. 187].

A. Transmission Gates Inertial delay is usually modeled at the inputs to gates, however,

In this section we describe our power estimation scheme for tffy OUr PUTPOSes it is more convenient to model it at the gate output.
case of combinational circuits with embedded transmission gatéée Will assign an integérA; > 0 to each gate. A, is obtained

Symbolic simulation can be extended to estimate average switchffigfm Process and device parameters like propagation delay. We then
activity in such circuits as described below. require that any pair of output transitionsidie separated by at least

Transmission gates have an input, an output, and a control lifedurationa. . o .
When the control line is high, the outputs are identical to inputs. 1€ Symbolic simulation proceeds as described in the previous
When the control line is low, however, the output is given by valugections o computg;(t),---. fi(t + ). If we havea; > 0, then
stored in the previous time instant. It s this feature of having memoflytn€re is a transition between fimeand+ + 1 we cannot have a
that makes transmission gate different from normal combinatiorfs@sition betweert + 1 andt + A;. Therefore, if we have three
gates like an AND gate. In mathematical termsq ifs the input,y  different time pointsf;(t:), fi(t2), and f(ts) within A, from ¢,
the control, and: the output, then at any time instantthe output W Make sure there are no transitions by makfng») = fi(t1)
of a transmission gate is given as when fi(t1) = fi(t3). We create

il}(t):b(t)'(l‘(t)-i-m'.[’(t—l) (12) fz"(tz):fi,(tz)/\(f,:(f1)\/fi(t3))\/(f,:(f1)/\fi(t3))

for every three time points withim\;. We computef;(¢;) using

Cf{(tg) and f;(t4) and so on.

simulation approach handles transmission gates (or transparen-{hefi/(t) functlops are use_d_gs the inputs to the excluswe_—or gates
10 compute the switching activities. Also, we use #fiét) functions

latches) in a stralghtforv\{ard manner. Smﬁa._ 1)is computfed for the next logic level, thus any transitions eliminated at the output
beforex(t) in the simulation, we create functions corresponding to . ",
f a gate are not propagated to its transitive fan-out.

the differentz(t)’s and use them in simulating the fan-out gates. Wg

use the symbolic inpuk(t) during symbolic simulation of(t). As

the symbolic simulation proceeds, the known equations for the time

points for each input are used, and the logic equations correspondinghroughout this section, we will be measuring the average power

to the various transitions at the output of the latch are computed. gissipation of the circuit by using (1) summed over all the gates in

a result, in a single pass from inputs to outputs, switching activithe circuit. The E(transitions) values are computed for the gates

estimation can be carried out for an acyclic circuit. in the circuit under different delay models. Since the circuits are
If the initial valuex(0) is known, it is replaced by the appropriatetechnology-mapped circuits, the load capacitance values of the gates

zero or one value during symbolic simulation. If the initial vait(@®) are known.

is not known, it can be replaced by a Boolean variable with a signalThe statistics of the examples used are shown in Table I. All of

wheret — 1 refers to the previous time instance.
From the switching activity estimation viewpoint, the symboli

V. POWER ESTIMATION RESULTS

probability of 0.5 during symbolic simulation. the examples except the last two belong to the ISCAS-89 sequential
_ benchmark set. Exampladd16 is a 16-bit adder andnax16 is a
B. Inertial Delays 16-bit maximum function.

Logic gates require energy to switch state. The energy in an inpuBThis number is obtained from process and device parameters like propoga-
signal to a gate is a function of its amplitude and duration. If itson delay.
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TABLE | Il using ordered binary decision diagrams. The orderings were
STATISTCS OF EXAMPLES obtained automatically using a heuristic strategy. It is possible
CKT ]Inputﬂ Outputs | Tatches | Gates gc;dzfiizz up the power estimation by 2X to 5X by using hand
s27 4 1 3 10 Using random logic simulation to evaluate signal probabilities
5298 3 6 14 119 required substantially less CPU time for the large examples as shown
5349 9 11 15 150 in the column LOGIC. Random logic simulation was carried out until
5386 7 7 6 159 the signal probability of each; ; function converged to within 0.1%.
5420 19 2 16 196 This required the simulation of between 1000-50 000 vectors for the
$510 19 7 6 211 different examples.
s641 35 24 19 379 The power measures obtained using the two methods BDD and
sT13 35 23 19 393 LOGIC are identical. These estimates, in microwatts, have been
s838 35 2 32 390 obtained assuming a clock frequency of 20 MHz and a supply voltage
51238 14 14 18 508 of 5 V.
s1494 8 19 6 647 For each circuit, we compared the power estimates obtained by
add16 33 17 16 288 our method to that obtained by timing simulation. A power estimate
max16 33 16 16 154 was obtained by timing simulation using randomly generated input
vectors.The same power dissipation model and the same delay model
TABLE I was used in the timing simulation and in symbolic simulatitm

order to get within 2% of the BDD-based symbolic simulation

POWER ESTIMATION FOR COMBINATIONAL LOGIC . = . ] - . )
estimate, timing simulation sometimes required substantially larger

CKT | Zero Delay | Unit Delay | Variable Delay Time CPU times.

Power Power Power BDD | LOGIC Note that under our delay model assumption, it is the timing sim-
827 82 93 93 0.1 0.2 Uulation estimate that is in error, since the symbolic simulation takes
5298 922 1033 1069 5.2 2.3 into account correlation in internal gates and the BDD-based method
5349 777 1094 1110 9.7 6.1 computes exact signal probabilities. If random timing simulation is
5386 1070 1183 1250 | 9.2 4.9  run for a very long time (e.g., 5 h for the large circuits in Table 1), the
5420 877 940 958 | 12.0 5.2 results obtained become identical to the symbolic simulation results.
5510 993 1236 1331 | 11.2 5.5 Timing simulation can easily take into account effects such as
s641 1228 1594 1665 | 62.6 363 yise times and fall times. This is more difficult to do in symbolic
s713 1338 1847 1932 | 151.6 926 gimulation and increases the complexity of the approach.
5838 1727 1822 1847 | 52.6 16.9
51238 2394 3013 3158 | 115.1 43.7
51494 3808 4762 5045 | 68.9 32.2 VI. CONCLUSION, LIMITATIONS, AND ONGOING WORK
f:ailli 1§g§ 1;?; 1;‘;; 12:‘21 (:lj(li We have presented algorithms for probabilistically estimating the

switching activity in combinational logic circuits, implemented either
as dynamic or as static circuits. Results indicate that our algorithms
are applicable to circuits of moderate size. The most desirable feature
All the circuits considered are technology-mapped static CMOg} our algorithm is that correlation in internal signals is taken into
circuits. For all the circuits, we assumed uniform static (0.5) angkcount under a variable delay model.
transition (0.25) probabilities for the primary inputs. Note, however, |4 order to perform exact signal probability evaluation, we use
that user-provided nonuniform probabilities could just as easily begyered BDD's. Ordered BDD'’s cannot be built for large multipliers
used. (> 16 bits) and for very large circuits. Approximate techniques
We focus on estimating switching activity and power dissipation ifsection 111-B) have to be used in these cases. Our experience with
the combinational logicof the given circuits. In Table Il, the effects random logic simulation for signal probability evaluation has been
of various delay models on the power estimate are illustrated. #orable.
the zero delay model, all gates have zero delay and, therefore, thegiven the delay model chosesur BDD-based method of estimat-
switch instantaneously. In the unit delay model, all gates have ojfgy switching activity is exact. The assumptions stated in Section ||
unit delay. Using the zero delay model ignores glitches in the circufre required in order for the switching activity of a CMOS circuit
and, therefore, power dissipation due to glitches is not taken ing® reflect the power dissipation of the circuit. These assumptions
account. The unit delay model takes into account glitches, buta@d the delay model assumptions can be relaxed, but this will result
constant delay value is assumed for all gates. The variable dejaymore complex symbolic simulation methods. For example, rise
model uses different delays for different gates, thus is the masgid fall times can be modeled by using a multiple-valued algebra.
realistic model. Under the variable delay model, BDD-based symbolic simulation is
Only the times required to obtain the power estimate for thesually significantly more efficient as well as being more accurate
variable delay model are shown in the last column. The variable deldan random timing simulation. However, this is not true for more
computations are the most complex and, therefore, power estimatsgphisticated delay models.
under this model takes the most time. The central processing uniCorrelation between primary inputs exists when a given com-
(CPU) times correspond to a DEC 3000/900 with 256 megabyteslwhational circuit is embedded in a larger sequential circuit. The
memory and are in seconds. The signal probability calculation weshniques described have to be augmented to handle sequential
done using two different methods. The column BDD corresponds ¢rcuits and primary input correlation, and efforts in this direction
exact signal probability evaluation of the ; functions of Section are presented in [11] and [15].
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